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Library of Congress subject headings

Desserts

URI: <http://id.loc.gov/authorities/sh85037243#concept>
Type: Topical Term
Broader Terms:

« Confectionery
Narrower Terms:

Ambient desserts
Banana splits
Charlottes (Desserts)
Chocolate desserts
Frozen desserts

lce cream cones
Mousses

Puddings
Refrigerated desserts
Sundaes

Whipped toppings

LC Classification: TX773
Created: 1986-02-11
Last Modified: 1988-01-15 17:36:44
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In linear algebra, the singular value decomposition (SVD) is an important factorization of a rectangular real or complex matrix, with several applications in
RS signal processing and statistics. Applications which employ the SVD include computing the pseudoinverse, least squares fitting of data, matrix
approximation, and determining the rank, range and null space of a matrix.
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Texts and demonstrations [edit]

MIT Lecture & series by Gilbert Strang. See Lecture #29 on the SVD (scroll down to the bottom till you see "Singular Value Decomposition”). The first 17
minutes give the overview. Then Prof. Strang works two examples. Then the last 4 minutes (min 36 to min 40) are a summary. You can probably fast
forward the examples, but the first and last are an excellent concise visual presentation of the topic.

Applications of SVD & on PC Hansen's web site.

Introduction to the Singular Value Decomposition & by Todd Will of the University of Wisconsin—-La Crosse. This site has animations for the visual minded
as well as demonstrations of compression using SVD.

Los Alamos group's book chapter & has helpful gene data analysis examples.

SVD &, another explanation of singular value decomposition

SVD Tutorial &, yet another explanation of SVD. Very intuitive.

Javascript script & demonstrating the SVD more extensively. paste your data from a spreadsheet.

Chapter from "Numerical Recipes in C" Al gives more information about implementation and applications of SVD. (Acrobat DRM plug-in required)

Online Matrix Calculator & Performs singular value decomposition of matrices.

A simple tutorial on SVD and applications of Spectral Methods 3

Matrix and Tensor Decompositions in Genomic Signal Processing &

SVD & on MathWorld, with image compression as an example application &.
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Wikipedia categories

Category:Desserts

From Wikipedia, the free encyclopedia

The main article for this category is

dessert. Wikimedia Commons has
media related to: Desserts
Desserts are sweet foods eaten purely for

pleasure, typically at the end of a meal.

Subcategories

This category has the following 16 subcategories, out of 16 total.

& C cont. P
s [+] Desserts by country (20) = [+] Cookies (1) n [+] Pastry (4)
» [+] Custard desserts (0) = [+] Pies (9)
B » [+] Puddings (2)
= [+] Brand name desserts (3) D
» [+] Dessert sauces (0) S
C » [+] Doughnuts (1) = [+] Sweet breads (2)
= [+] Cakes (0)
= [+] Chocolate desserts (0) T H
= [+] Confectionery (9) » [+] Frozen desserts (2) = [+] Dessert stubs (1)

s [+] lce cream (5)



Wikipedia vs Library of Congress

‘T’glrl,felelﬁ?p}éf} Library of Congress
Created by many, Developed by few,
non-experts, ina experts,ina

distributed way in a centralized way Iin
few years over a century.

Are they similar ?




Wikipedia vs Library of Congress

« How similar these two data-sets are ?
« Can we use one data-set to enrich the other ?

* How to spend tax-payer’'s money more wisely to
maintain the Library of Congress ?

Project funded by the Library of Congress. ]




Are these graphs similar
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Network alignment for Comparing data-sets

Match cross species vertices (proteins) and edges
(protein interactions) - Detect functionally similar

proteins.

GUSTICYP12A4
>\_ -
RPLABARCL37A

|
{ QPL)! RRPLIY l
{ SN

RPUZARPLE
2
z| S NUGTICG17656
MAX UCG 2116 —/" '

R ';mm 3 |

NOPH/CGI056
SKIZCCES21

NEW1/CC5346

Berger et al'08, PNAS.
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Network alignment for Comparing data-sets

Find the largest common sub-graph on similar vertices.
(Singh-Xu-Berger'07,08).
Recently (Klau'09).
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Network alignment for Comparing data-sets

Database schema matching
— (Melnik-Garcia Molina-Rahm’02).

Computer vision: Match a query image to an existing image.
— (Conte-Foggia’04)

Ontology matching: Match query image to existing image.
— (Svab’07).

Website : Match similar parts of the web-graph.
— Toyota’s USA websites vs Toyota France.

Social networks: Teenagers have both fake and real identities.

Comparing Wikipedia vs Library of Congress.
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This talk

Defining the problem mathematically
Quick survey of existing approaches
A message-passing algorithm.

Experiments
— Real data
— Synthetic data

Rigorous results.
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Approach: Align the two databases

WiKIpEDIA
' 297,266 nodes
248,232 links

205,948 nodes
422 503 links

5,233,829 potential matches

Goal: Find an alignment that matches similar titles and maximizes
the total number of overlaps.

14



Quadratic program formulation

Formulate the problem as a quadratic program (QP).

’ Total similarity J ‘ Total O\ﬁp_J
—

maximize o« Z%’L’ Lt Wit —I_ /BQTTS.TJ

Subject to: AZ <1

\ Linear constraints J

inil - {O, 1}

Maximizing the similarity alone is easy, but the overlap is NP-hard
to maximize. There is a reduction from the MAX-CUT problem.

NP-hard to obtain better than 87.8% of the optimum overlap, unless
the unique games conjecture is false (Goeman’s-Williamson’95).
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Quadratic program formulation

maximize o« anl Lt Wyqt —I_ /BQTTS.T

Subject to: AZ <1

inil - {O, 1}

Related NP-hard problems:
1) Maximum common sub-graph.
2) Graph isomorphism.

3) Maximum clique.
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Quadratic program formulation

maximize o« anl Lt Wit —I_ /BQTTS.TJ

SUbjeCt to: AZ <1

.’L'?:if - [O, 1]

Relaxing the integer constraint-> Still hard (non-concave max.)

Heuristic 1) Find a local maxima using SNOPT - Round to an
integer solution.

17



Naive linear program (LP) formulation

maximize o) ;i T Wi + O Z(ii’j iNeo Yiil jj’

Subject to: AZ <1

.’L'?:il - [O, 1]

/<SU f<$’

Yiil 5 it! > Yiil jj

For sparse graphs can be solved relatively efficiently.
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Improved LP by Klau'09

maximize o Z T Wist ‘I‘ /6 Z yii’,jj’

i (ii'55) €O
+ 2 gy (yz'z",jj' - yjj',z'z")
(ii'j)e0
\

‘ Lagrange multiplier ]

Subject to:
Ar <1

.’L'?:if - [O, 1]

Yii g S Tiit o Yidl jit S Tl

+ some other combinatorial constraints

Both LPs and QP also produce an upper-bound for the optimum.



IsoRank (Berger et al'07, 08)

maximize o3 TipTipr + B2 (440 i) e O Tii T4t

Subject to: AZ <1

.’L'?:if - [O, 1]

L Tid!
WS 2 2 el

. . /

The new weights, r; ts can be found using an eigen-value calculation
(similar to PageRank).
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Our approach: Belief Propagation (BP)

Decoding of LDPC CEVIE Eiiee n il Artificial Intelligence
codes R. Gallager’63 FIPRICE J. Pearl’88
' M. Mezard and G. Parisi’'86 '

¥

Successful applications in: Bayesian Inference, Computer vision, Coding
theory, Optimization, Constraint satisfaction, Systems biology, etc.

21



Our approach: Belief Propagation (BP)

Variable nodes Function nodes

G G’
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Independently, BP was used by Bradde-Braunstein-Mahmoudi-
Tira-Weigt-Zecchina’09 for similar problems. 2



Our approach: Belief Propagation (BP)

Variable nodes Function nodes
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Belief Propagation for =0

1) Iterate the following:
For k= 0,1,... update the following messages on each link of the network.

“ How much i likes to mach to i’ J

? max ((m’?,_l.)—F) .

k _
i—i T w j,#i, ] —1

™m !

2) The estimated solution at the end of

iteration L. choose a matching Wk G G’
%) = arg max (m’“?, .,) : '
1<j<n ™ J77° >

l.e. pick the link with maximum incoming message.
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Belief Propagation for >0

Variable nodes Function nodes
G G’
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Algorithm works for =0

(B-Shah-Sharma’05) Each node’s decision is correct for & > [22M [l

(B-Borgs-Chayes-Zecchina’07): Same algorithm works for

any graph when LP relaxation of the problem is integral.

- Generalizes to b-matchings. (independently by Sanghavi-Malioutov-
Wilskey’'07).
- Works for asynchronous updates as well.

(B-Borgs-Chayes-Zecchina’08): “Belief Propagation” solves the LP
relaxation.
- Can use Belief Propagation messages to find the LP solutions in all cases.
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How about the >0 ?



Experiment on Synthetic data

Most of the real-world networks including Wikipedia
and LCSH have power-law distribution (The node
degree distribution satisfies P(d¢; = k) = 5 )

Add all correct edges

Noise 1) Add Wlth
probablllty p.

N0|se 2) Add W|th
probablllty g.

28



Correct matches

Correct matches
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Experiment on Synthetic data

— BP, IsoRank = few seconds
o~ e SNOPT = few hours

== |soRank

=== SNOPT

l Add all correct edges J

~

| Noise 1) Add with
probability p.

| q=0.2 l

N
AN

\\ —6—BP

== |soRank
. ==SNOPT

Noise 2) Add with
probability q.

0.00 0.05 0.10 0.15 0.20 0.25
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Power-law graph experiments
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Grid graphs experiments
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Bioinformatics data: Fly vs Yeast

4“[] 1 I I I I I
35 v ﬂ’ overlap upper bound N
350} 0 w® g % =1 i
B o O
) max weight
100l 8o U 4 N . 671551 |
g ) QD o X ¥
B * W 3 @
250 YA aog o 7
g
g 200 ” 4
150 =
100 =
50H o BP ]
»  IsoRank
8] LP !
I:] 1 1 1 1 1 1
610 620 630 640 650 G660 670 6280
Weight

32



Bioinformatics data: Human vs Mouse
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Ovearlap

Ontology data: Wiki vs LCSH

15[“]0 1 1 1 1 1 1 1 1

| overlap upper bowund ]

16836 g 17R08
16000+ -:}ﬂ _

max weight

o ° o v 60110.8
14000 o o g .
120001 % v w = -

(] a
10000 qm o ) a -
e
. i
8000 * o -
w
6000 -
A000+ -
soo0H @ P -
x IsoRank
O Lp
D 1 1 1 1 1 1 1
56 5.65 BT 575 58 585 59 5.95 6 6.05

Weight ¥ 1[}4

34



Statistical significance

maximize o« anl Lt Wyqt —I_ /BQTTSCC

Subject to: AZ <1

inil - {O, 1}

Create many uniform random samples of LCSH and Wiki with the
same node degrees. The objective value drops by 99%.

Statistical evidence that

a the two data-sets are

very comparable.
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Science fiction television series

Some matched titles

Maching learning Machine learning
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Enriching the data-sets

The approach suggests few thousands of potential links to be tested
with human experts in the Library of Congress.

—
4
et

WIKIPEDIA

~ faped

Ancient People

BP matches

=

Cultural history

Civilization, Ancient

History, Ancient
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Conclusions

Only BP, IsoRank and LP can handle large graphs.
BP and LP find near optimum solution on sparse data

LP produces an upper bound, and slightly better results.
But slightly slower.

For denser graphs BP outperforms LP.



Thank You!



